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A B S T R A C T   

Following the introduction of the standard Bathe implicit time integration scheme, there have been many 
research efforts in the development of time integration methods employing multi-step composite strategies. 
However, the stability analysis of these methods has been primarily conducted in the absence of physical 
damping, under the assumption that physical damping would render the analysis results more stable. This study 
demonstrates that physical damping can, in fact, impair the stability of a time integration. We consider the 
ρ∞-Bathe and β1/β2- Bathe methods, and confirm that the use of the previously reported parameters is within the 
stable range in the presence of physical damping. For the β1/β2-Bathe method, a semi-analytic stability analysis 
provides an expanded range of applicable parameters. The results from the theoretical analysis are illustrated 
through simple numerical examples that could be used as benchmark problems to check the stability of a time 
integration method in the presence of physical damping.   

1. Introduction 

Direct time integration of finite element equations is extensively 
employed in analyzing structural response and wave propagations 
across various industries and scientific disciplines. While a linear anal
ysis can be achieved using alternative approaches like the mode super
position method, nonlinear analysis typically necessitates a direct time 
integration [1–3]. Both explicit and implicit schemes are used for the 
integration. Explicit schemes, which are conditionally stable, require 
small time steps and are suitable for events such as crush simulations 
and wave propagations. In contrast, implicit schemes are generally un
conditionally stable, allowing for larger time steps in structural dy
namics and wave propagation simulations. Although implicit methods 
demand higher computational time per time step, their overall solution 
cost can be lower than that of explicit schemes [3]. Despite the avail
ability of many implicit and explicit methods, the search for more effi
cient approaches has continued and any progress in effectiveness can 
deliver substantial benefits to both engineering and scientific studies 
[4–15]. 

A considerable amount of research has been dedicated to developing 
and optimizing time integration methods for structural dynamics and 
wave propagations. In recent years, the composite strategy with sub- 

steps has gained popularity, after the introduction of the standard 
Bathe method [14,15]. This implicit method has been well-received due 
to its ability to effectively suppress high-frequency inaccurate modes 
while maintaining accuracy in essential low-frequency modes. Re
searchers have since developed and investigated new implicit methods 
based on the composite strategy with sub-steps, see for example 
[16–37]. Furthermore, the multistep composite strategy has also been 
utilized in the development of explicit methods for structural dynamics 
and wave propagations [38–41]. 

During the development of time integration methods, the stability 
analysis was frequently conducted without considering the effects of 
physical damping, with the assumption that physical damping would 
enhance the stability of the method. However, as we shall see in the 
following sections, damping can, in fact, impair the stability of time 
integration methods, which can pose a significant problem for users. 

In this study, we analyze the stability characteristics of the ρ∞-Bathe 
[26–29] and β1/β2-Bathe methods [24,25] in the presence of physical 
damping. The paper is organized as follows. First, we introduce in Sec
tion 2 a semi-analytical stability analysis procedure using the Routh- 
Hurwitz criteria. Then, in Sections 3 and 4, we perform the stability 
analyses for the ρ∞-Bathe and the β1/β2-Bathe methods, respectively. In 
Section 5 we illustrate our theoretical findings with two numerical 
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examples. Finally, we summarize the main results. 

2. Semi-analytical stability analysis 

Considering linear analysis, the governing finite element equations 
in structural dynamics to be solved are 

MÜ + CU̇ + KU = R (1)  

with given initial conditions, where M, C and K are the mass, damping 
and stiffness matrices and the vectors U and R list, respectively, the 
nodal displacements and externally applied nodal forces. An overdot 
denotes a time derivative. 

The following decoupled modal equation can be considered to 
analyze the stability of time integration methods in linear analysis 

ẍ+ 2ξω ẋ+ω2x = r (2)  

where ξ is the damping coefficient, ω is the natural frequency, r is the 
modal force, and x denotes the displacement in the modal space. With 
Eq. (2), a time integration method may be expressed as [3] 
⎡

⎣

t+Δt ẍ
t+Δt ẋ
t+Δtx

⎤

⎦ = A

⎡

⎣

t ẍ
t ẋ
tx

⎤

⎦+ La
t+γΔtr + Lb

t+Δtr (3)  

where A, La and Lb are the integration approximation and load oper
ators, respectively, and the left superscripts on x denote the discrete time 
point considered. The characteristic polynomial of the matrix A can be 
expressed as 

p(λ) = λ3 − A1λ2 +A2λ − A3 = 0 (4)  

where λ is an eigenvalue of A, and Ai (i = 1, 2, 3) are three principal 
invariants of the matrix: 

A1 = tr(A) = λ1 + λ2 + λ3 (5)  

A2 =
1
2

[
(tr(A))

2
− tr

(
A2)
]
= λ1λ2 + λ2λ3 + λ3λ1 (6)  

A3 = det(A) = λ1λ2λ3 (7) 

We utilize the Routh-Hurwitz criteria in the analysis of the stability 
characteristics [42], which for the above matrix, are written as follows 

1 − A1 +A2 − A3 ≥ 0 (8)  

3 − A1 − A2 + 3A3 ≥ 0 (9)  

1 − A2 +A3(A1 − A3) ≥ 0 (10)  

3+A1 − A2 − 3A3 ≥ 0 (11)  

1+A1 +A2 +A3 ≥ 0 (12)  

where the Ai (i = 1, 2, 3) are functions of ω, ξ, Δt and the integration 
parameters. 

When considering damping, an analytical evaluation of the in
equalities (8–12) in order to obtain insight is difficult due to the 
complexity of the equations. Thus, to investigate the stability charac
teristics, we first identify the stability regions by evaluating the solvable 
inequalities, accounting for both, the damped and undamped cases. 
Then we perform a numerical verification to ensure that the defined 
regions in fact satisfy all the inequalities – this complete procedure is 
hence a semi-analytical stability analysis. 

Note that for methods utilizing equilibrium at time t + Δt, like the 
Bathe methods, the matrix A can be reduced to a 2 by 2 matrix. Then, 
only three inequalities are considered in the Routh-Hurwitz criteria. On 
the contrary, for methods not strictly satisfying the equilibrium at t +

Δt, such as the three-parameter method or the generalized-α method 
[7,8], A should be of size 3 by 3. To illustrate the general procedure, we 
will use inequalities (8–12) with Eq. (3) in the following sections. 

3. Stability analysis of the ρ∞-Bathe time integration scheme 

We start with the analysis of the ρ∞-Bathe scheme which is a very 
general procedure, containing as a special scheme also the Newmark 
method with the parameters mostly used [27]. 

3.1. The ρ∞-Bathe time integration scheme 

The governing finite element equations of structural dynamics to be 
solved are Eq. (1). If the time step size Δt is set and all solution variables 
are known up to time t, then the time integration scheme calculates the 
solution at time t + Δt. 

The ρ∞-Bathe method [26] involves determining the nodal dis
placements, velocities, and accelerations at time t + Δt through a two- 
sub-step process in which the time step Δt is partitioned into two sub- 
steps of sizes γΔt and (1 − γ)Δt. In the first sub-step of the ρ∞-Bathe 
scheme, as in the standard Bathe method, we use the trapezoidal rule for 
the equilibrium at time t + γΔt. 

M t+γΔtÜ + C t+γΔtU̇ + K t+γΔtU = t+γΔtR (13)  

t+γΔtU = tU +
γΔt
2

(
tU̇ + t+γΔtU̇

)
(14)  

t+γΔtU̇ = tU̇ +
γΔt
2

(
tÜ + t+γΔtÜ

)
(15)  

and in the second sub-step, we use the following relations with the pa
rameters q0, q1, q2, s0, s1, s2 for the equilibrium at time t + Δt, 

M t+ΔtÜ + C t+ΔtU̇ + K t+ΔtU = t+ΔtR (16)  

t+ΔtU = tU + Δt
(

q0
tU̇ + q1

t+γΔtU̇ + q2
t+ΔtU̇

)
(17)  

t+ΔtU̇ = tU̇ + Δt
(

s0
tÜ + s1

t+γΔtÜ + s2
t+ΔtÜ

)
(18)  

where the parameters are 

q0 = (γ − 1)q1 +
1
2
, q2 = − γq1 +

1
2
,

s0 = (γ − 1)s1 +
1
2
, s2 = − γs1 +

1
2
, s1 = q1

(19)  

q1 =
ρ∞ + 1

2γ(ρ∞ − 1) + 4
(20)  

The relation in Eq. (20) is used to directly prescribe the amount of nu
merical dissipation in the high-frequency range by specifying γ and ρ∞. 

3.2. Semi-analytical stability analysis of the ρ∞-Bathe time integration 
scheme 

We perform the analytical analysis in two cases: with and without 
damping. In the presence of ξ, only (8) can be solved analytically for the 
ρ∞-Bathe method. Using the principal invariants of the ρ∞-Bathe 
method, the inequality (8) can be expressed as 

1 − A1+A2-A3=-
1
2χΩ2

⎛

⎝
4+Ω2(ρ∞ − 1)2γ4/4+(ρ∞ − 1

)2Ω(ξ-Ω/2)γ3

-(ρ∞ − 1)
(
(-ρ∞/4+1/4)Ω2+ξ(ρ∞-3)Ω-ρ∞+1

)
γ2

-2(ρ∞ − 1)(Ωξ-2)γ

⎞

⎠

≥0
(21)  

where 
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χ =
(
Ω2γ2/4 + Ωγξ + 1

)
((

-Ω2/2 + ξ(ρ∞ − 1)Ω-(ρ∞ − 1)2
/2
)

γ2 − 2+
(
Ω2-ξ(ρ∞-3)Ω-2ρ∞ + 2)γ-2Ωξ-Ω2/2

)

and Ω=ωΔt with ω the natural frequency. To satisfy (8), 1 − A1 + A2 −

A3 should be positive for all Ω > 0. The two solutions of Ω that satisfies 
1 − A1 + A2 − A3 = 0 are 

Ωξ∕=0 = 0 and
2
(
− ξ ±

̅̅̅̅̅̅̅̅̅̅̅̅̅
ξ2 − 1

√ )
(γρ∞ − γ + 2)

(γ − 1) (ρ∞ − 1)γ
(22) 

With ξ ≥ 0 and − 1 ≤ ρ∞ < 1, the stable range of γ is deter
mined by the conditions Ωξ∕=0 ≤ 0 or the condition Ωξ∕=0 tending to in
finity, in order to satisfy inequality (8). Note that the values γ=0, 1 and 
2/(1 − ρ∞) also need to be avoided to not have a zero denominator of 
constants in the method when implemented. Therefore, the applicable 

range of γ that satisfies the stability conditions is 

γ ∈ (0, 1) ∪

(
2

1 − ρ∞
,∞
)

if ρ∞ ∕= − 1 (23) 

Setting ξ=0, a further analytical analysis to identify under what 
conditions the inequalities (8–10) are satisfied can be conducted. Again, 
we consider the values of Ω for the left-hand sides of the inequalities to 
be zero 

Ω(8),ξ=0 = 0 or
±2i (γρ∞ − γ + 2)
(γ − 1) (ρ∞ − 1)γ

(24)  

Ω(9),ξ=0 = 0 or
± 2 (γρ∞ − γ + 2)

(γ − 1) γ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρ2

∞ + 2ρ∞ − 3
√ (25)  

Ω(10),ξ=0 = 0 (26) 

Fig. 1. Numerical test results of the ρ∞-Bathe method when ρ∞=0; Conditions (1–5) are associated with inequalities (8–12). Condition 6 is violated when yielding a 
complex number. The gray-shaded regions, 0 < γ < 1 and 2 < γ, denote the regions of stability from (23) for ρ∞=0. 

Fig. 2. Numerical test results of the ρ∞-Bathe method when ρ∞=0.5; Conditions (1–5) are associated with inequalities (8–12). Condition 6 is violated when yielding a 
complex number. The gray-shaded regions, 0 < γ < 1 and 4 < γ, denote the regions of stability from (23) for ρ∞=0.5. 
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Then, as Ω is a positive real number and − 1 ≤ ρ∞ < 1, it is clear 
that the inequalities (8–10) are satisfied for all γ and ρ∞, when ξ=0. 
Therefore, from the analysis of the analytically solvable inequalities – 
the inequality (8) in the presence of physical damping and the in
equalities (8–10) for the case of zero damping – we obtain the necessary 
condition for stability given in (23). 

Note that when ρ∞ = -1, the values of the inequalities (8–12) can be 
written 

1 − A1 +A2 − A3 =
4 Ω2

Ω2 + 4Ωξ + 4
(27)  

3 − A1 − A2 + 3A3 =
4 Ω(Ω + 4ξ)
Ω2 + 4Ωξ + 4

(28)  

1 − A2 +A3(A1 − A3) =
8 Ωξ

Ω2 + 4Ωξ + 4
(29)  

3+A1 − A2 − 3A3 =
16 Ωξ + 16

Ω2 + 4Ωξ + 4
(30)  

1+A1 +A2 +A3 =
16

Ω2 + 4Ωξ + 4
(31)  

Thus, all the conditions are unconditionally satisfied and therefore when 
ρ∞ = -1, the method is stable regardless of the value of γ. 

Meanwhile, when ρ∞ = 1, the inequalities (8–10) and (12) can be 
analytically solved, and the values of Ω for which the left-hand side of 
each inequality becomes zero are 

Ω(8),ξ∕=0 = 0 (32)  

Ω(9),ξ∕=0 = 0 or
1 ±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
16γ2ξ2 − 16ξ2γ + 1

√

2γξ(γ − 1)
(33)  

Ω(10),ξ∕=0 = 0 or ±
2
̅̅̅̅̅̅̅̅̅̅̅̅
γ2 − γ

√ (34)  

Ω(12),ξ∕=0 = ±

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

γ(γ − 1)
(

2ξ2 + 2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ξ4 − ξ2

√
− 1
)√

γ(γ − 1)
or

±

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

− γ(γ − 1)
(
− 2ξ2 + 2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ξ4 − ξ2

√
+ 1
)√

γ(γ − 1)
(35)  

Therefore, when ρ∞ = 1, the applicable stable range is γ ∈ (0, 1) which 
is consistent with (23). 

In Ref. [26], the stability of the technique was examined in the 
absence of damping; however, the presence of damping leads to unstable 
results when deviating from (23) (see also Section 5). 

We therefore examine possible violations of the inequalities 
numerically. We consider various values of Ω, ξ and γ; the values of Ω 
vary in the ranges [0.001, 0.1], [0.1, 10], and [10, 1000], with spacings 
of 0.001, 0.1, and 10, respectively, ξ is varied over the range [0, 10] with 
a spacing of 0.1, and the splitting ratio γ is varied over the range [-1, 5] 
with a spacing of 0.01. Note that in a mode superposition solution, we 
have typically 0 ≤ ξ < 1 , and ξ is generally small. In contrast, in a 
direct integration solution, stiffness proportional damping might result 
in a significantly larger value; consequently, we incorporate ξ values up 
to 10. Also, for an expedient numerical test, we could confine our nu
merical tests only to the range of necessary conditions for stability 

Fig. 3. Numerical test results of the ρ∞-Bathe method when ρ∞=− 0.5; Conditions (1–5) are associated with inequalities (8–12). Condition 6 is violated when yielding 
a complex number. The gray-shaded regions, 0 < γ < 1 and 4/3 < γ, denote the regions of stability from (23) for ρ∞=-0.5. 

Fig. 4. The optimized splitting ratios γ0 and γp as a function of ρ∞ when 
damping is present; Both values γ0 and γp are within the stable regions. 
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already determined analytically. 
We checked on a total of six conditions: in addition to those denoted 

as Conditions (1–5), corresponding to inequalities (8–12), we use a 
Condition 6, that the splitting ratio γ not be a complex number. 

Fig. 1 illustrates the numerical test results for the ρ∞-Bathe method 
with ρ∞ = 0. Distinct colors denote data points that breach specific 
conditions. The defined ranges that adhere to the necessary conditions in 
(23) for ρ∞ = 0 are 0 < γ < 1 and 2 < γ. These areas are represented by 
gray shading. Notably, there are no colored data points, indicating vi
olations, within this shaded region. Conversely, values of γ outside the 
range shown in (23) fail to satisfy at least one inequality. Figs. 2 and 3 
display results for ρ∞ = 0.5 and ρ∞ = -0.5, respectively, reaffirming that 
data within the stable γ range derived from (23) comply with all 
conditions. 

In Refs. [26–29], the following optimized splitting ratios γ0 and γp 

were derived to be used primarily for the ρ∞-Bathe method. 

γ0 =
2 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2 + 2ρ∞

√

1 − ρ∞
; γ0 = 0.5 if ρ∞ = 1 (36)  

γp =
ρ∞ + 2 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρ2

∞ − 2ρ∞ − 2
√

3(ρ∞ + 1)
; ρ∞ ∈

(
− 1, 1 −

̅̅̅
3

√ ]
(37)  

where γ0 achieves second-order accuracy while minimizing period 
elongation error, and γp achieves third-order accuracy. In Fig. 4, we 
illustrate the optimized splitting ratios γ0 and γp in relation to ρ∞, 
accompanied by the stable region defined in (23). The results show that 
both optimized splitting ratios are within the stable ranges. More spe
cifically, the stable range of γ in the ρ∞-Bathe method is divided into two 
distinct regions. Within these regions, γ0 is the optimized splitting ratio 
for 0<γ<1, whereas γp is the optimized splitting ratio for 2/(1 − ρ∞) < γ. 

4. Stability analysis for the implicit β1/β2-Bathe scheme 

In this section we focus on the implicit β1/β2-Bathe scheme, which 
we showed to be very effective in the solution of wave propagations. 

4.1. The β1/β2-Bathe implicit time integration scheme 

As in the ρ∞-Bathe scheme, the β1/β2-Bathe scheme [24,25] uses two 
sub-steps of size γΔt and (1 − γ)Δt. For the first sub-step the trapezoidal 
rule is used 

M t+γΔtÜ + C t+γΔtU̇ + K t+γΔtU = t+γΔtR (38)  

t+γΔtU = tU +
γΔt
2

(
tU̇ + t+γΔtU̇

)
(39)  

t+γΔtU̇ = tU̇ +
γΔt
2

(
tÜ + t+γΔtÜ

)
(40) 

In the second sub-step, this method introduces the parameters β1 and 
β2 to specify numerical dissipations, as given here 

M t+ΔtÜ + C t+ΔtU̇ + K t+ΔtU = t+ΔtR (41)  

t+ΔtU = tU + (γΔt)
(
(1 − β1)

tU̇ + β1
t+γΔtU̇

)
+ ((1 − γ)Δt)

(
(1 − β2)

t+γΔtU̇

+ β2
t+ΔtU̇

)

(42) 

Fig. 6. The splitting ratio γ as a function of β1 for the β1/β2-Bathe method with 
γ = (β2 − 1)/(2β1 − 2 + β2) and β2 = 1/(3 − 4β1); The previously reported 
ranges of β1 in Ref. [25] are within the stable region shown in (50). 

Fig. 5. Numerical test results of the β1/β2-Bathe method when γ = (β2 − 1)/(2β1 − 2 + β2) and β2 = 1/(3 − 4β1); Conditions (1–5) are associated with inequalities 

(8–12). Condition 6 is violated when yielding a complex number. The gray-shaded regions, 
(

3
4 −

̅̅
2

√

4

)
≤ β1 ≤

(
3
4 +

̅̅
2

√

4

)
, denote the region of stability from (50). β1 =

0.5 and 0.75 should be avoided to maintain the non-zero denominators. 
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t+ΔtU̇ = tU̇ + (γΔt)
(
(1 − β1)

tÜ + β1
t+γΔtÜ

)
+ ((1 − γ)Δt)

(
(1 − β2)

t+γΔtÜ

+ β2
t+ΔtÜ

)

(43)  

where β1, β2 and γ may vary for different numerical characteristics of the 
method [25]. In this study, we focus on the following two sets of the 
parameters recommended for ρ∞ = 0 [25]: 

Set 1: γ =
β2 − 1

2β1 − 2 + β2
, β2 =

1
3 − 4β1

,

β1 ∈

(
3
4

-
̅̅̅
2

√

4
,
1
2

)

∪

(
1
2
,

3
4

) (44)  

Set 2: γ =
β2 − 1

2β1 − 2 + β2
, β1 ∈ (0, 0.5),

β2 =
[
2(1 − β1) − 0.5

(
16β2

1 − 24β1 + 8
)0.5
] (45)  

where Set 1 are the parameters to achieve first-order accuracy and the 
same effective stiffness matrix for both sub-steps, and Set 2 are to ach
ieve second-order accuracy. Note that the β1/β2-Bathe method with Set 
2 is identical to the ρ∞-Bathe method with ρ∞=0, or the standard Bathe 
method (See Appendix A). 

4.2. Semi-analytical stability analysis of the β1/β2-Bathe method for 
Parameter Set 1 

We analyze the stability of the β1/β2-Bathe method with the 
Parameter Set 1, which uses the same effective stiffness matrix for both 
sub-steps. The stability analysis follows the procedure given in Section 
3.2. 

First, in case physical damping is present, only (8) can be analytically 
solved, as for the ρ∞-Bathe method. Using the principal invariants of the 
β1/β2-Bathe method with Parameter Set 1, the values of Ω that satisfy 
1 − A1 + A2 − A3 = 0 are 

Ω(8),ξ∕=0 = 0 or (− ξ ±
̅̅̅̅̅̅̅̅̅̅̅̅̅

ξ2 − 1
√

)(4β1 − 5)2 (46) 

which shows that all values of β1 used in the Set 1 satisfy the 
inequality (8) for all ξ. 

In the case of no damping, as in ρ∞-Bathe method, inequalities 
(8–10) can be analytically solved, and the values of Ω for which the left- 
hand side of each inequality is zero are obtained as 

Ω(8),ξ=0 = 0 or ± i (4β1 − 5)2 (47)  

Ω(9),ξ=0 = 0 or ± (4β1 − 5)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

48β2
1 − 24β1 − 33

√

3
(48)  

Ω(10),ξ=0 = 0 or ± (4β1 − 5)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

16β2
1 − 24β1 + 7

√

(49) 

Using Eqs. (46–49), the range of β1 satisfying the inequalities (8–10) 

Fig. 7. Numerical test results of the β1/β2-Bathe method when γ = (β2 − 1)/(2β1 − 2 + β2) and β2 = [2(1 − β1) − 0.5(16β2
1 − 24β1 + 8)0.5

]; Conditions (1–5) are 
associated with inequalities (8–12). Also, Condition 6 is violated when yielding a complex number. The gray-shaded regions, denoted by β1 < 1/2 and 1 < β1, denote 
the region of stability from (55). 

Fig. 8. The splitting ratio γ as a function of β1 of the β1/β2-Bathe method with 

γ = (β2 − 1)/(2β1 − 2 + β2) and β2 = [2(1 − β1) − 0.5(16β2
1 − 24β1 + 8)0.5

]; 
The previously reported ranges of β1 in Ref. [25] are within the stable region 
given in (55). 

Fig. 9. A two-node truss element subjected to sinusoidal prescribed displace
ment; with initial values of u̇1(0) = ü1(0) = u2(0) = u̇2(0) = ü2(0) = 0. 
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becomes 

β1 ∈

[
3
4
−

̅̅̅
2

√

4
,

3
4
+

̅̅̅
2

√

4

]

(50)  

Note that β1=1/2 and 3/4 also need to be avoided to maintain the non- 
zero denominators in the constants of the method. Hence in this analysis 
using the analytically solvable inequalities we obtain a larger range of 
β1, that is (50), than given in (44). 

We next conduct a numerical stability analysis, applying all the in
equalities derived from the Routh-Hurwitz criteria, as in ρ∞-Bathe 
method. For the parameter β1, we study the values [0.2, 1.3] using a 
0.005 increment, while omitting values β1=1/2 and 3/4 to prevent zero 
denominators. The region corresponding to (50) is shaded in gray. 

As shown in Fig. 5, all inequalities from the Routh-Hurwitz criteria 
are satisfied within the range specified in (50). 

Fig. 6 shows the splitting ratio γ as a function of β1 in the range 
defined in (50) with the γ value for the β1 range reported in Ref. [25], 
and it shows that the previously reported range of γ falls well within the 
range defined by (50). 

4.3. Semi-analytical stability analysis of the β1/β2-Bathe method for 
Parameter Set 2 

As in Sections 3.2 and 4.2, the stability characteristics of the 
β1/β2-Bathe method with Parameter Set 2 are first analyzed using 
inequality (8) in the presence of physical damping and inequalities 
(8–10) for zero damping. The values of Ω that render the left side of the 
considered inequalities zero are 

Ω(8),ξ∕=0 = 0 or
4(β1 − 1)

(
ξ ±

̅̅̅̅̅̅̅̅̅̅̅̅̅
ξ2 − 1

√ )

(

-2 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ ) (

-1 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ )

(51)  

Ω(8),ξ=0 = 0 or
± 4i(β1 − 1)

(

-2 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ ) (

-1 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ )

(52)  

Fig. 10. Predictions of displacement, velocity, and acceleration for a 2-node truss example with C = 0; Results of ρ∞- Bathe (ρ∞ in the figure) and β1/β2-Bathe (β1/β2 
in the figure) methods. *β1/β2(Set 2; β1 = 0.43) and β1/β2(Set 2; β1 = − 1) are identical to ρ∞(γ = 0.650, ρ∞ = 0) and ρ∞(γ = 0.134, ρ∞ = 0), respectively. 
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Fig. 11. Predictions of displacement, velocity, and acceleration for a 2-node truss example with C ∕= 0. Results of ρ∞-Bathe and β1/β2-Bathe methods. 
*β1/β2(Set 2; β1 = 0.43) and β1/β2(Set 2; β1 = − 1) are identical to ρ∞(γ = 0.650, ρ∞ = 0) and ρ∞(γ = 0.134, ρ∞ = 0), respectively. 

Fig. 12. Predicted displacements in the nonlinear spring example; the ρ∞-Bathe method with ρ∞=0 and various splitting ratios;  

C. Lee et al.                                                                                                                                                                                                                                      



Computers and Structures 295 (2024) 107294

9

Ω(9),ξ=0 = 0 or

±
2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

-12β2
1 + 18β1-6

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√

3
(

-1 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ )

(2β1 − 1)
(

-2 + 2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1-6β1 + 2

√ )

(53)  

Ω(10),ξ=0 = 0 (54)  

Note that β1 = 1/2 or 1 should also be avoided to maintain a non-zero 
denominator in the evaluation of γ and for 1/2 < β1< 1, β2 becomes a 
complex number. Therefore, as Eqs. (51–54) indicate all other values of 
β1 provide stable solutions, and the applicable ranges of β1 that satisfy 
all six conditions are 

β1 ∈

(

− ∞,
1
2

)

∪ (1,∞) (55) 

We then perform the numerical stability analysis of the β1/β2-Bathe 
method with Parameter Set 2. The data set is the same as the one used in 
Section 4.2, except that we use the range β1 ∈ [− 1, 2]. As shown in 
Fig. 7, all conditions are fulfilled outside the range 0.5≤β1 ≤1. 

In Fig. 8, we show the splitting ratio γ versus β1 in the range specified 
by (55) alongside the γ values for the β1 range reported in Ref. [25]. We 
see that the previously reported γ range in Ref. [25] falls well within the 
range defined by (55). Note that the range of β1 defined in (55) corre
sponds to γ ∈ (0, 1) ∪ (2, ∞) which is the range specified by (23) with 
ρ∞ = 0 because the β1/β2-Bathe method with Parameter Set 2 is identical 
to the ρ∞-Bathe method with ρ∞=0. 

5. Numerical examples 

We present here two numerical examples to illustrate the findings 
given in the earlier sections. In the following examples, we consider 

various values of (γ, ρ∞) and (β1, β2) for the ρ∞-Bathe and β1/β2-Bathe 
methods. We use both parameter sets that satisfy the stability condi
tions, Eqs. (23), (50), or (55) (or fall within the previously reported 
ranges), as well as those that do not. 

5.1. A linear finite element under sinusoidal prescribed displacement 

We first consider the truss example with two degrees of freedom 
depicted in Fig. 9, subjected to the displacement u = sin(1.2t) at node 1. 
The objective in Ref. [37] was to evaluate the accuracy and stability of a 
time integration scheme under imposed displacements as part of a patch 
test. In this model problem we use 

M =
1
6

[
2 1
1 2

]

, K =

[
1 − 1
− 1 1

]

, C =

[
5 − 5
− 5 5

]

(56)  

where M,K and C are the mass, stiffness, and damping matrices, 
respectively. Although exact expressions for the velocity and accelera
tion at node 1 are available, we employ the exact imposed displacement 
with the numerically computed velocity and acceleration at node 1 to 
adhere to what is done in practical engineering analyses [37]. We 
consider the solution with the damping specified in Eqs. (56) and 
without physical damping, that is, using C = 0, and employ various 
parameter sets. 

Figs. 10 and 11 show the results of the 2-node truss problem without 
and with damping, respectively. As expected, the ρ∞-Bathe method with 
the values γp and ρ∞ = 1 −

̅̅̅
3

√
exhibits oscillations in the first few steps, 

eventually delivering accurate solutions. However, using the ρ∞-Bathe 
method with γ=1.4 shows stability without damping but the solution 
diverges when the damping is included, consistent with the results given 
in Section 3.2. Using the β1/β2-Bathe scheme with Parameter Set 1 and 
β1=1.2, the solution is stable when the damping is not included but 
diverges with the damping included, as predicted in Section 4.2. When 

Fig. 13. Predicted displacements in the nonlinear spring example; the ρ∞-Bathe method with various values of ρ∞ and corresponding optimized splitting ratios;  

Fig. 14. Predicted displacements in the nonlinear spring example; the β1/β2-Bathe method with Parameter Set 1 and various values of β1;  
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employing parameters that meet the stability conditions, both methods 
offer stable and accurate solutions, and thus successfully pass the 
imposed displacements patch test. 

5.2. Nonlinear spring example 

Next, we solve a nonlinear spring example with varying damping and 
stiffness. The differential equation solved is 

ü(t) + C(t)u̇(t) + 100 tanh(u(t)) = 10 sin(0.1 t) (57)  

where the initial displacement and velocity are u(0) = 0 and 
u̇(0) = 0. The damping is given as 

C(t) = (t − 10)H(t − 10), t > 0 (58)  

where H is the unit step function. We perform the simulation from time 
0 to 100 with Δt = 0.1. In this example, since the damping and stiffness 
vary with time t, we explore the stability of the time integration scheme 
when used with changing stiffness and damping values. 

Fig. 12 shows the results of the nonlinear spring example using the 
ρ∞-Bathe method with various γ and ρ∞ values. For the ρ∞-Bathe 
method, the applicable stable regions of γ are 0<γ<1 and 2/(1 − ρ∞) < γ. 
The γ values that adhere to these ranges yield stable solutions, whereas 
using γ values outside leads to divergence in the solutions. Fig. 13 shows 
that when applying the ρ∞-Bathe method with the optimized splitting 
ratios – so that all parameter sets satisfy the stability condition – the 
results are consistently stable. 

Figs. 14 and 15 present the results when using the β1/β2-Bathe 
scheme with Parameter Set 1 and Parameter Set 2, respectively. As 
shown in Figs. 14 and 15, the solutions remain stable when the value of 
β1 corresponds to the regions of stability identified in Sections 4.2 and 

4.3, while values of β1 outside the defined ranges in (50) and (55) lead to 
divergence of the numerical solution. 

6. Concluding remarks 

We focused on the stability of the ρ∞-Bathe and β1/β2-Bathe time 
integration methods when physical damping is present and used a semi- 
analytical stability analysis. Specifically, we first determined stability 
regions by evaluating solvable inequalities of the Routh-Hurwitz con
ditions for both, the damped and undamped situations. Subsequently, 
we performed numerical tests to see whether for these regions in fact all 
stability conditions of Routh-Hurwitz stability conditions are satisfied. 

Using the semi-analytical approach, we identified the parameters 
ranges that yield stable solutions for the ρ∞-Bathe and β1/β2-Bathe 
methods in the presence of physical damping and found that all previ
ously reported useful Parameter Sets for stability are within these 
ranges. This includes the optimized γ values for the ρ∞-Bathe method 
proposed in Refs [26–29], and the recommended parameter sets for the 
β1/β2-Bathe method [25]. Also, the methods employing parameters 
within these ranges successfully passed the displacement imposition 
patch test. In addition, the results of the stability analyses were validated 
using a simple nonlinear spring example in which the stiffness and 
damping changed during the time integration. 

While stability analyses of time integration methods have been pri
marily conducted in the absence of physical damping assuming that 
physical damping will increase the stability of a time integration 
scheme, our analysis indicates that physical damping may induce an 
unstable time integration. Fig. 16 shows the spectral radii ρ(A) of the 
ρ∞-Bathe and β1/β2-Bathe methods with parameter sets not satisfying 
the stability conditions. Notably, while damping augments stability in 
the β1/β2-Bathe method with Parameter Set 1, it destabilizes the 

Fig. 15. Predicted displacements in the nonlinear spring example using the β1/β2-Bathe method with Parameter Set 2 and various values of β1; the same results are 

obtained using the ρ∞-Bathe method with ρ∞=0 and γ = (2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 4β1 − 3)/(2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

− 2); 

Fig. 16. Spectral radii of the ρ∞-Bathe (with ρ∞=0.6 and γ=1.2) and β1/β2-Bathe (with β1=1.2) methods for various values of ξ.  
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ρ∞-Bathe method. This underscores that physical damping may not be 
beneficial for the stability of a time integration method, highlighting the 
need for comprehensive stability analyses that incorporate the effects of 
physical damping. 

In this paper we performed semi-analytical stability analyses, 
because we found the expressions we used were too complex to solve 
only analytically. Further research is needed to identify more tractable 
stability conditions that can be solved fully analytically. The results we 
presented in this paper may be a foundation towards that aim. 
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Appendix A. The ρ∞-Bathe method with ρ∞¼0 and the β1/β2-Bathe method with Set 2 are identical 

It is clear that the relations in the first sub-step of the ρ∞-Bathe method and the β1/β2-Bathe method are identical as 

t+γΔtU = tU +
γΔt
2

(
tU̇ + t+γΔtU̇

)
(A1)  

t+γΔtU̇ = tU̇ +
γΔt
2

(
tÜ + t+γΔtÜ

)
(A2)  

Therefore, only the second sub-step is compared. In the second sub-step, considering the ρ∞-Bathe method with Eqs. (19–20) and γ =

(2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 4β1 − 3)/(2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

− 2), Eqs. (17) and (18) become 

t+ΔtU = tU + tU̇α1 +
t+γΔtU̇α2 +

tÜα3 + t+γΔtÜα3 +
t+ΔtÜα4 (A3)  

t+ΔtU̇ = tU̇ + tÜα2 +
t+γΔtÜα2 +

t+ΔtÜα5 (A4)  

where, 

α1 =

Δt
( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 2β1

)

2
,

α2 = −

Δt
(

2β1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

− 2
)

2
,

α3 = −

Δt2
(

4β1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 8β2
1 − 3

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

− 12β1 + 4
)

2
,

α4 = Δt2( − 2β1 + 1)
(

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 4β1 − 3
)

,

α5 = Δt
( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

4β2
1 − 6β1 + 2

√

+ 2β1 − 1
)

In the β1/β2-Bathe method with Set 2, the relations in the second sub-step, Eqs. (42) and (43), become 
t+ΔtU = tU + tU̇α1 +

t+γΔtU̇α2 +
tÜα3 + t+γΔtÜα3 +

t+ΔtÜα4 (A5)  

t+ΔtU̇ = tU̇ + tÜα2 +
t+γΔtÜα2 +

t+ΔtÜα5 (A6)  

which are the relations in the second sub-step of the ρ∞-Bathe method, Eqs. (A3) and (A4). 
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[13] Song C, Eisenträger S, Zhang X. High-order implicit time integration scheme based 
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